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Abstract - Alzheimer's Disease (AD) is the most prevalent form of dementia among the elderly. A rising interest in applying 

machine learning to discover the origins of prevalent metabolic illnesses like Alzheimer's and Diabetes has emerged. The 

alarming annual rise in their frequency is really worrying. In Alzheimer's disease, brain cells deteriorate, leading to the illness's 

hallmark symptoms. As the global population ages, so too will the incidence of diseases that cause cognitive and physical decline. 

This will have far-reaching monetary, social, and economic consequences. Diagnosing Alzheimer's disease in its early stages is 

challenging. Treatments for Alzheimer's disease have a higher success rate and fewer side effects if given early on. As a result, 

in this study, an original Adam-optimized Convolutional geometric group network was built to detect dementia in its earliest 

stages. Accuracy is used to evaluate the success of Open Access Kaggle data used to make Alzheimer's disease predictions. 

Clinicians will be able to utilize the suggested categorization approach to identify these conditions in their patients correctly. 

The proposed approach has the potential to significantly improve yearly death rates associated with Alzheimer's disease by 

facilitating earlier detection. The suggested study improves upon prior efforts, as shown by a 95.7% average accuracy in 

validating AD test data. The test's accuracy is far greater than that of previous efforts.  

Keywords - Alzheimer's Disease, prediction, Adam optimization, Convolutional geometric group network.

1. Introduction  
In 2020, the number of individuals affected by 

Alzheimer's disease was over 55 million, and it was projected 

to surpass 152 million by 2050 (Report, 2018). Alzheimer's 

disease is a prevalent neurodegenerative condition that results 

in cognitive dysfunction. This impairment may have an impact 

not just on the individuals affected but also on their loved ones 

and the broader community. Pathological alterations in the 

brain of individuals with Alzheimer's disease, such as aberrant 

cellular demise or synaptic impairment, start to manifest at 

least two decades prior to the manifestation of observable 

symptoms. While there is now no remedy for AD, it is 

nonetheless essential to have a precise AD diagnosis in order 

to guide treatment choices. Precise diagnosis of Alzheimer's 

disease is also crucial for the development of AD medications 

since the condition of the participants has to be assessed 

before, throughout, and after the conclusion of clinical trials 

to track the success of the therapy. 

 

In recent times, due to the progress in deep learning 

algorithms and the rise of deep learning, several studies have 

been conducted to develop a prognostic instrument that uses 

neuroimaging to aid doctors in diagnosing AD. They may be 

used for visual or non-visual data. Although deep learning 

algorithms have been successful, they need the training of 

several parameters, which sometimes leads to overfitting and 

necessitates huge training datasets. In order to address the 

issue of overfitting, this research provides a methodology in 

this research that integrates deep learning with optimisation. 

Therefore, the primary contribution of this study is the 

development of a unique and efficient deep learning model, 

namely a Convolutional Geometric Group Network classifier, 

using the Kaggle dataset. 

 

The rest of this manuscript is organized as follows: 

Section 2 presents the literature survey, and Section 3 presents 

the proposed methods and evaluation criteria. Results, 

including classification performance, will be reported in 

Section 4. Finally, 5 Conclusions and the future are discussed. 

 

2. Related Work  
Using the longitudinal dataset and a feature selection and 

extraction method, ML algorithms can reliably foretell the 

development of Alzheimer's disease. A brief summary of the 

various methods [1],[2] for assessing brain images with the 

aim of diagnosing brain diseases. This work responds to 

certain urgent concerns about using machine learning and 

deep learning to detect brain illnesses based on results from 

the examined literature. Findings from this study may be 

utilised to create improved diagnostic tools for various brain 
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http://creativecommons.org/licenses/by-nc-nd/4.0/
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disorders. The goal of this effort is to incorporate recent 

discoveries on neurological disorders, including Alzheimer's, 

brain tumours, epilepsy, and Parkinson's, into existing 

machine learning and deep learning frameworks. The authors 

employ 22 brain disease databases that were used extensively 

throughout the assessments to develop the optimal diagnosis 

strategy. 

 

To probe AD data analysis, [3] uses deep convolutional 

autoencoders. Cognitive symptoms and the underlying 

neurodegenerative process in a certain patient may be 

identified by data-driven deconstruction of MRI images. Next, 

need to calculate the effect of each coordinate of the 

autoencoder manifold on the brain and utilise regression and 

classification analysis to examine the distribution of the 

recovered features across a wide variety of configurations. 

The diagnostic accuracy of employing MMSE or ADAS11 

scores in conjunction with imaging-derived markers for AD 

may exceed 80%. 

 

Binary categorization is achieved by using a deep neural 

network with connected layers [4], [5]. Several activation 

procedures are utilized to unveil the various layers. The best-

performing model is chosen once k-fold validation has been 

performed. The Lancet Commission found that 35% of 

Alzheimer's risk factors are under the control of individuals. 

Lack of formal education, impaired hearing, obesity, 

depression, diabetes, insufficient exercise, smoking, and 

social isolation all contribute to an increased risk. No matter 

where you are in life, it's advisable to get rid of these items. 

Studies [6] have shown that early intervention and treatment 

of modifiable risk factors may prevent or postpone the onset 

of Alzheimer's disease in 30% of cases [7]. To calculate one's 

risk of acquiring Alzheimer's disease based on known risk 

factors, the Lifestyle for Brain Health (LIBRA) index 

[8],[9],[10],[11] is recommended by the Innovative Midlife 

Intervention for Alzheimer's Deterrence (In-MINDD) 

research [12],[13]. Dementia interventions fall into one of 

three broad categories outlined by the National Academy of 

Medicine: cognitive training, hypertension therapy, and 

increased physical activity [13], [14]. Most cases of dementia 

are due to Alzheimer's disease (AD). VaD is the second most 

common form of Alzheimer's disease after Alzheimer's with 

Lewy bodies. Causes of Alzheimer's disease might include 

head injuries, infections, and excessive alcohol consumption. 

Alzheimer's disease and vascular dementia often co-exist in 

the brain and share some modifiable risk factors; therefore, it 

may be possible to prevent Alzheimer's disease by addressing 

modifiable vascular risk factors. [15] Predicted cognitive 

performance from neuropsychological and demographic data 

using four different models (support vector machine, decision 

tree, neural network, and naive-Bayes). When missing values 

were averaged in place, Naive Bayes did very well. The ADNI 

trial data is used using ten-fold cross-validation to show the 

high correlation between genetic, imaging, biomarker, and 

neuropsychological outcomes. Magnetic resonance imaging 

scans from the OASIS dataset [16], [17] are evaluated on a 

voxel-by-voxel basis. 

 

3. Proposed Methodology  
In this section, the author will examine the practical use 

of the proposed methodology. The findings of this study 

indicate the potential for an alternative methodology in the 

prediction of dementia. For a schematic illustration of the 

recommended setup, see Figure 1. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1 Schematic representation of the suggested methodology 

 

3.1. Data Source 

 The dataset was obtained from https://www.kaggle.com/

datasets/tourist55/alzheimers-dataset-4-class-of-images 
 

“Number of images in train folder: 

Class MildDemented: 717 images 

Class ModerateDemented: 52 images 

Class NonDemented: 2560 images 

Class VeryMildDemented: 1792 images 

-------------------- 

Number of images in the test folder: 

Class MildDemented: 179 images 

Class ModerateDemented: 12 images 

Class NonDemented: 640 images 

Class VeryMildDemented: 448 images” 
 

3.2 Data Processing 

Noise reduction, background and work area reduction, 

labeling, resampling, altering contrast, artifact removal, 
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filtering, and manual correction are all commonplace in the 

preprocessing phase. Alzheimer's brain pictures contain a lot 

of information, and the size was also high, which will increase 

the working time and hinder the performance of the suggested 

algorithms. To get around these constraints, preprocessing has 

become an important stage. Reducing background is a useful 

technique for finding dementia. Hence, unwanted areas are 

eliminated before categorization can proceed normally.  

 

The pixel value of the input pixels in the surrounding bins 

was pointed. A linear combination may be represented by the 

equation:  

         I(bg+ci) = bI(g) + cI(i)                                    (1) 

 

In this case, use the cropping method is used to determine 

the unwanted area, which is a quantization measure.  

 

𝐷𝐼𝐼 =
𝑄Processed 

𝑄Original 
                                    (2) 

𝑃processes  and 𝑃original  are the cropped image ratio 

between the treated and unaltered pictures. The unwanted area 

of an image area is determined by the equation: 

𝑑 =
𝑖−𝑐

𝑖+𝑐
                                     (3) 

Foreground and background cropped levels are often 

represented by "h" and "c," respectively. 

3.3. Disease Prediction 

The Convolutional Geometric Group Network is formed 

by the interconnection of many dense blocks. The term "dense 

block" denotes a grouping of layers that exhibit 

interconnections with each previous level within the structure. 

Each thick block is composed of four distinct layers. Batch 

normalization is a widely used method in the field of deep 

learning that serves to normalize the activations of a neural 

network by the manipulation and scale of the inputs to each 

layer. The purpose of this strategy is to mitigate the issue of 

internal covariate shift, which refers to the change in 

distribution inside a model during training. The Rectified 

Linear Unit (ReLU) activation function is a frequently used 

non-linear activation function for deep learning models. The 

term is described as the greater value between zero and the 

given input. The topic of discussion pertains to the functioning 

of a 3x3 convolution. Additionally, there was a dropout layer 

included. The transition layer, which is positioned between 

two densely linked blocks, is responsible for executing the 

down-sampling process. Batch normalization is a fundamental 

component that is included in the architectural framework.  

An Adam-optimized convolutional geometric network model 

is employed for the goal of illness diagnosis and classification. 

 

1. Initialize pixel points 

2. Set up iteration 

3. Utilize the present mini-batch for computation purposes 

dw, db 

4. t = t + 1 

5. 𝑉𝑑𝑤 = 𝛽1𝑉𝑤 + (1 − 𝛽1)𝑑𝑤, 𝑉𝑑𝑏 = 𝛽1𝑉𝑏 + (1 −
𝛽1)𝑑𝑏 

6.  𝑆𝑑𝑤 = 𝛽2𝑆𝑑𝑤 + (1 − 𝛽2)𝑑𝑤2, 𝑆𝑑𝑏 = 𝛽2𝑆𝑑𝑏 + (1 −
𝛽2)𝑑𝑏 

7. Implementation of the bias correction strategy 

8. Vdw corrected = Vdw/(1 − 𝛽1t), Vdcorrected 
b = Vdb/(1 −

𝛽1t) 

9. Sdw corrected = Sdw/(1 − 𝛽2t), Sdb corrected = Sdb/(1 −
𝛽2t) 

10. Update parameters 

11. wt = wt−1 − 𝛼(Vdw corrected /√𝑐Sdw corrected + 𝜀) 

12. bt = bt−1 − 𝛼(Vdb corrected /√𝑐Sdcorrected 
b + 𝜀) 

13. Data Return wt, bt 

 

The Adam optimizer requires the inclusion of certain 

parameters. 

• 𝛼 : Step size of (0.0001)” 

The classifier was trained once the parameters were set 

and input was provided. Next, the input is sent to the first 

convolution layer, Conv2D, which generates a feature map by 

extracting useful features from the input. The first dense 

block, comprising five convolution layers, receives this 

feature map and processes it further. Each dense block's 

convolutional layers include a dropout layer, a 3x3 Conv2D 

layer, a batch normalization layer, and a ReLU activation 

layer. Four separate feature maps are generated by the first 

convolutional layer inside the dense block and combined with 

the input. The second convolutional layer is then included to 

produce four more feature maps that are connected to the first 

feature maps in various ways. All of the compact building 

blocks use concatenation. It is not possible to concatenate 

feature maps of different sizes. Hence, it is necessary for the 

convolution layers inside a dense block to generate feature 

maps with the same dimensions.  

 

The output of five convolutional layers is concatenated to 

produce the output of a single dense block. As a result, each 

dense block has twenty feature maps, five of which were 

generated by the convolutional layers. Situated between two 

neighbouring dense blocks, the transition layer uses 

convolution and average pooling to adjust the feature map's 

size. A 1x1 convolution is utilised in the transition layer, 

followed by an average pooling operation on a 2x2 matrix. 

The under-consideration architectural layout has a total of five 

dense blocks connected by four transition levels. Each dense 

block, save the final one, is followed by a transition layer. 

After the final dense layer, a global average pooling layer and 

a softmax classifier are used. Alzheimer's illness may now be 

properly categorized. 
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4. Results and Discussion  
This study analysed the Kaggle dataset of annotated brain 

images (Figure 2). Classes of Alzheimer's disease were 

evaluated using testing sets often used to evaluate 

performance in a Python setting. 

 

 
Fig. 2 Sample images from the dataset 

 

The sample input from the dataset is illustrated in Figure 2 

 

 
Fig. 3 Extraction of relevant regions 

 

The relevant regions are extracted (see Figure 3) using 

the preprocessing strategy.  
 

 
Fig. 4 Simulated output 

 Figure 4 shows the total output after classification. Figure 

4 clearly shows the many types of dementia. 

 
Table 1. Performance metrics for evaluation 

“Metrics” “Description” “Formula” 

“Accuracy” “The percentage of 

samples with 

accurate forecasts. 

.” 

“Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
” 

 

 
Fig. 5 Evaluation of the validation accuracy 

 

According to the data shown in Figure 5, The validation 

accuracy is often higher than the training accuracy due to the 

disparity between the familiarity of the model with the training 

data and its exposure to the validation data, which consists of 

novel data points showing the efficiency of the suggested 

model. 

 
Fig. 6 Evaluation of the validation loss 

 

The quantification of data loss inside an epoch may be 

determined by a quantitative evaluation of the loss function, 
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calculated for every individual data item included within the 

epoch. An iterative curve is generated, whereby a small 

portion of the dataset is discarded at each iteration. Based on 

the created curve, the training and testing losses of the 

proposed classifier were seen to be situated towards the lower 

end of the spectrum. 

 

A comparison was made with existing classification 

methods [18], focusing on performance criteria for 

classification to empirically assess the effectiveness of the 

proposed classification approach. 

 

 
Fig. 7 Comparative performance analysis 

 

In Figure 7, a visual representation of the diagnostic 

potential of the proposed system is seen.  The suggested 

mechanism's range has extremely good accuracy (95.7%), 

especially when compared to other current methods. The 

suggested classification approach achieved better results on a 

widely used benchmark dataset than the state-of-the-art 

method. The results appear to indicate that the proposed 

strategy outperforms the existing mechanisms. 

 

5. Conclusion  
Alzheimer's disease is a serious health problem, and 

preventing it, treating it early, and diagnosing it correctly are 

all more important than merely trying to discover a cure. 

According to the review of prior work, various attempts have 

been made to use deep learning algorithms for Alzheimer's 

disease diagnosis. Nonetheless, a major obstacle remains the 

discovery of relevant traits that may successfully identify 

Alzheimer's at an early stage. This research presents a novel 

and improved convolutional geometric group network model 

for image classification of Alzheimer's disease in the brain. 

The proposed model had behaviour similar to a traditional 

neural network in the dense layer, leading to an impressively 

high accuracy score of 95.7% when classifying illnesses. 

Upcoming studies will concentrate on extracting and 

analysing fresh traits that are more likely to aid in diagnosing 

Alzheimer's disease. Efforts will also be made to remove 

superfluous features from existing feature sets in an attempt to 

improve the accuracy of detection strategies. Our model may 

become more accurate at distinguishing between those with 

Alzheimer's disease and those without the illness if the author 

includes factors like the Mini-Mental State Examination 

(MMSE) and degree of education. 
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